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S1 Multi-Task Learning-Based MI-EEG Classification Architecture

We implemented MIN2Net [1] and FBMSNet [2] based on the descriptions provided in their respective publi-
cations. One notable modification made to MIN2Net (our previous work) is the migration from the TensorFlow
framework to PyTorch. In this transition, we introduced minor changes to the decoder layers to align with Py-
Torch’s implementation standards. The design philosophies of both models are discussed in Section II (Related
Work) of the main manuscript. Here, we provide implementation-level details of MIN2Net in Table S1 and
FBMSNet in Table S2. Additionally, the model complexity, including comparisons with single-task state-of-
the-art baseline models, is summarized in Table S3. The complete source code and implementation used in our
experiments are available at: https://AlphaGrad.github.io.

Table S1: MIN2Net architecture.

Block Layer Filter Size Stride Activation Options Output

Encoder

Input (C,T,1) (C,T,1)
Conv2D C (64,1) 1 padding=same (C,T,1)
Activation ELU
BatchNorm2D (C,T,1)
AvgPool2D (T//FS,1) (C,FS,1)
Conv2D C//2 (32,1) 1 padding=same (C//2,FS,1)
Activation ELU
BatchNorm2D (C//2,FS,1)
AvgPool2D (4,1) (C//2,FS//4,1)
Flatten (C//2)∗ (T//(T//FS))//4

Latent FC (z) (z)

Decoder

FC (z) (C//2)∗ (FS//4)
Unflatten (C//2,FS//4,1) dim=1 (C//2,FS//4,1)
Conv2D C//2 (64,1) 4 padding=same (C//2,FS//4,1)
Upsampling2D (FS,1) ELU (C//2,FS,1)
Activation
Conv2D (32,1) padding=same (C,FS,1)
Upsampling2D (T,1) ELU (C,T,1)
Activation

Supervised Learning Latent (z)
FC Nc Softmax (Nc)

C is number of EEG channels, T is number of time points, FS is EEG sampling rate, z is latent size, and Nc is number of output
classes.

Table S2: FBMSNet architecture.

Block Layer Filter Size Stride Activation Options Output

Filtering

Input (Nb,C,T ) (Nb,C,T )
Conv2D 9 (1,15) 1 Linear padding=same (9,C,T )
Conv2D 9 (1,31) 1 Linear padding=same (9,C,T )
Conv2D 9 (1,63) 1 Linear padding=same (9,C,T )
Conv2D 9 (1,125) 1 Linear padding=same (9,C,T )

Feature Extraction

Concatenate dim=1 (36,C,T )
BatchNorm (36,C,T )
DepthwiseConv2D 288 (C,1) 1 Linear group=36 (228,1,T )
BatchNorm (228,1,T )
Activation swish (228,1,T )
Reshape (228,T//w,w)
Variance (w) (228,T//w,1)

Latent Flatten (228∗ (T//w))
FC (228∗ (T//w)) (228∗ (T//w))

Supervised Learning FC Nc LogSoftmax (Nc)

C is number of EEG channels, T is number of time points, Nb is the number of frequency bands, w is the window length of
variance layer, and Nc is number of output classes.
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S2 Model Complexity

To evaluate the real-time feasibility of the resulting MTL networks (MIN2Net and FBMSNet) in comparison
with single-task deep learning models commonly used for EEG-based BCIs, we assessed both architectural
complexity (in terms of total trainable parameters) and inference time, including the preprocessing step of band-
pass filtering. Table S3 summarizes the number of filtering bands, total trainable parameters, and the average
inference time per sample for each model. Importantly, the reported inference time includes the band-pass
filtering step, thereby providing a realistic estimate of the end-to-end latency in practical BCI systems. The low
latency observed in both MTL models indicates their viability for real-time applications, where fast and accurate
decoding is critical for user feedback.

Table S3: Model Complexity.

Model #Filtring Bands Total Parameters Inference time (ms/sample)

DeepConvNet 1 153,427 3.8925 ± 0.5336
EEGNet 1 4,402 2.9769 ± 0.5393
FBCNet 9 8,930 13.3224 ± 3.0026

MIN2Net 1 55,232 3.8065 ± 0.5934
FBMSNet 9 13,349 10.5056 ± 1.5961
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